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Abstract: In this paper, a novel framework for dense pixel matching based on dynamic programming is introduced. 
Unlike most techniques proposed in the literature, our approach assumes neither known camera geometry 
nor the availability of rectified images. Under such conditions, the matching task cannot be reduced to 
finding correspondences between a pair of scanlines. We propose to extend existing dynamic programming 
methodologies to a larger dimensional space by using a 3D scoring matrix so that correspondences between 
a line and a whole image can be calculated. After assessing our framework on a standard evaluation dataset 
of rectified stereo images, experiments are conducted on unrectified and non-linearly distorted images. 
Results validate our new approach and reveal the versatility of our algorithm. 

1 INTRODUCTION 

Dense pixel matching is a low-level process which is 
involved in many computer vision applications 
including navigation, security, entertainment and 
video surveillance. Not only is it often an essential 
step in 3D reconstruction from a pair of stereo 
images, but it is also used in object detection and 
video tracking, especially when the camera is not 
fixed (Note, et al., 2006) (Yaguchi,, et al., 2009) as it 
is the case with camera phones (Yin, et al., 2007). 

Recent reviews describe and analyse the many 
algorithms which have been proposed to address this 
matching process (Scharstein & Szeliski, 2002) 
(Lazaros, et al., 2008). Most approaches performing 
dense pixel matching assume images have been 
rectified so that their task can be reduced to finding 
correspondences between a pair of scanlines. Among 
these techniques, those based on dynamic 
programming (DP) are of particular interest since 
they combine good accuracy with low computational 
complexity as demonstrated by a recent real-time 
FPGA hardware implementation (MacLean, et al., 
2010). Their main drawback is that they require the 
knowledge to project images onto a common 
coordinate system. Although, in many applications 
those transformations can be estimated by either 
camera calibration or image rectification, calibration 

is sometimes either impossible or impractical, 
whereas the computational cost of accurate 
rectification models prohibits their usage in real-
time application. Moreover, none of these methods 
is suitable when a camera lens displays unexpected 
distortions, such as those generated by raindrops, 
weatherproof covers or dust. 

In this paper, we propose a novel DP-based 
dense pixel matching algorithm which can handle 
unrectified and non-linearly distorted images. After 
a state-of-the-art review, we detail our novel 
matching algorithm. Finally, it is validated with 
experiments conducted on unrectified images and 
images displaying significant deformations. 

1.1 Related Work 

Generally, pixel matching approaches (Barnard, et 
al., 1982) (Dhond, et al., 1989) (Brown, et al., 1992) 
(Jones, et al., 1997)(Scharstein & Szeliski, 2002)  
assume that images have been rectified so that the 
task is simplified to establishing correspondences 
between corresponding rows of the rectified images. 
The standard process for rectification is homography 
based, also called planar rectification, where image 
planes are transformed so that the corresponding 
space planes coincide (Ayache & Hansen, 1998) 
(Hartley, 1999). A major limitation of this class of 



 

approaches is that, if epipoles are located in the 
images, planar rectification produces infinitely large 
images. This problem has now been solved under 
specific conditions by using either cylindrical (Roy, 
et al., 1997) or spherical rectifications (Pollefeys, et 
al., 1999)(Wan & Zhou, 2008). In addition to adding 
significant computational complexity, these methods 
still overlook issues such as sub pixel coordinates, 
infinite epipoles (Lim, et al., 2004) and the non 
preservation of conjugate epipolar polarities (Oram, 
2001). An alternative to these approaches is to fully 
calibrate cameras to estimate the appropriate 
transformation between images. However, since this 
process is usually manual or relies on very specific 
environments, its usage has very strong limitations. 
In any case, all these methods depend on finding a 
set of accurate matching points, resampling images 
and appropriate lens distortion models, of all which 
affect the matching performance. Moreover, there 
are scenarios where these methods are totally 
inadequate. For example, visual tracking is seriously 
degraded by weather conditions when the presence 
of water drops produces undesirable temporal and 
localised distortions (Barnum, et al., 2007) (Garg & 
Nayar, 2004); similarly, vision systems on space 
exploration rovers are affected by dust accumulation 
(Willson, et al., 2005). 

Although performing dense pixel matching 
without prior image transformation is an attractive 
proposition, very few algorithms have been 
suggested. This problem was addressed using either 
multi-resolution image correlation (Duchaineau, et 
al., 2007)(Zhengping, 1988) or a genetic algorithm 
(Tippetts, et al., 2010). It was also suggested that a 
self-organizing neural network could potentially be 
used under these conditions (Vanetti, et al., 2009). 
Unfortunately, all these methods display high 
computational complexity and recursivity, which 
makes them unsuitable for real-time and hardware 
implementations. 

This review highlights the limitations of 
rectification and calibration procedures and shows 
that, currently, bypassing this step leads to solutions 
with high computation costs. In order to address this, 
a novel algorithm could be designed by extending 
one of the approaches developed to tackle in real-
time the simpler task of scanline matching 
(Forstmann, et al., 2004) (Gong, et al., 2006) (Lu, et 
al., 2009) (Salmen, et al., 2009) (Wang, et al., 2006) 
(Yang, et al., 2006). Among them, techniques based 
on DP seem particularly suitable: although they are 
not the most accurate, performance analysis has 
shown they provide an excellent compromise 
between accuracy and speed (Cox, et al., 1996) 

(MacLean, et al., 2010) (Scharstein & Szeliski, 
2002) (Brown, et al., 2003) (Tappen & Freeman, 
2003). Their low intrinsic computational complexity 
even led to a recent FPGA hardware implementation 
(MacLean, et al., 2010). 

In this paper, we propose a novel dense pixel 
matching algorithm based on the DP paradigm 
which can operate with unrectified images without 
camera calibration.  

2 ALGORITHM 

We propose a novel dynamic programming 
algorithm which is able to establish dense pixel 
correspondences between two unrectified and/or 
distorted images. Since our method is based on a DP 
approach, it relies on two main steps: the storage of 
local calculations and their reuse to produce a global 
solution. In this section, we first describe how a 3D 
scoring matrix is computed. Then, we propose a 
refinement of these calculations, i.e. introduction of 
the extended gap concept. Finally, we detail the 
backtracking phase which allows generating optimal 
global correspondences.  

It is important to note that, although the usage of 
3D matrices within DP based pixel matching 
algorithms was proposed by Sun (Sun, 2002) (Sun-2, 
2002), this was only a means of efficiently calculate 
the correlations over a sliding window. This did not 
address the requirement of image rectification and 
was only suitable for scanline matching. 

2.1 3D Scoring Matrix 

Similarly to many dynamic programming-based 
algorithms designed for scanline matching (Geiger, 
et al., 1992) (Belhumeur, 1996) (Cox, et al., 1996) 
(Torr & Criminisi, 2004), the first stage of our 
algorithm fills in a scoring matrix according to a 
given scoring scheme. However, our approach does 
not restrict itself to finding pixel correspondences 
between scanlines, but between a scanline and an 
entire image. The strength of this scheme is that 
images do not need to be rectified and matching can 
be achieved even when one of the images displays 
important distortions. Consequently, a scanline on 
the first image does not need to match a straight line, 
but may correspond to a curve in the second image 
(see Figure 1). Since this algorithm is an extension 
of an algorithm designed for matching stereo pairs 
of images (Authors, 1111), we use the same 
convention: the first and second images are referred 
as the left and right images. 



 

a)    
Figure 1: Views of the same scene captured using different 
camera lenses. Green curves:  groundtruth correspondence 
between 3 scanlines of image a) and pixels of image

First, a 3D scoring matrix is generated for each 
scanline s of the left image. Assuming the left image 
scanlines have a length L and the dimensions of the 
right image are WxH (width x height), the size of the 
scoring matrix, sc, is LxWxH. A matrix cell 
defined by three coordinates, where 
elements of the scanline and j and 
line of the right image (see Figure 2). 

Figure2: 3D scoring matrix.

Matrix cells store the maximum value which can 
be achieved by extending a previous alignment. 
When a DP approach is used to find 
correspondences between two scanlines, an 
alignment can only be extended in three manners: 
pixels of the left and right images 
values, i.e. there is a match, or one of the pixels may 
be occluded in either the first or the second 
sequence, i.e. a gap has to be introduced. Here, an 
alignment finishing in the cell, ci,j,k

in seven ways. 
Since a match means that a pixel of the scanline 

corresponds to a pixel in the image, the matching 
cell must be contiguous to the previous cell, 
Moreover, dynamic programming approach requests 
moving forward in order to come to an end. 
Consequently, a match can occur in either cell 
ci+1,j+1,k, ci+1,j+1,k+1 or ci+1,j+1,k-1, which corresponds to 
a correspondence between the next pixel in the 
scanline (i+1), and respectively, the next pixel in the 

 
        b) 

Views of the same scene captured using different 
dtruth correspondence 

of image a) and pixels of image b). 

First, a 3D scoring matrix is generated for each 
of the left image. Assuming the left image 

scanlines have a length L and the dimensions of the 
right image are WxH (width x height), the size of the 

, is LxWxH. A matrix cell ci,j,k is 
defined by three coordinates, where i represents the 

and k the column and 
line of the right image (see Figure 2).  

 

3D scoring matrix. 

Matrix cells store the maximum value which can 
be achieved by extending a previous alignment. 
When a DP approach is used to find 
correspondences between two scanlines, an 
alignment can only be extended in three manners: 
pixels of the left and right images may have similar 

, or one of the pixels may 
be occluded in either the first or the second 

has to be introduced. Here, an 
i,j,k, can be extended 

means that a pixel of the scanline 
corresponds to a pixel in the image, the matching 
cell must be contiguous to the previous cell, ci,j,k. 
Moreover, dynamic programming approach requests 
moving forward in order to come to an end. 

occur in either cell 
, which corresponds to 

a correspondence between the next pixel in the 
), and respectively, the next pixel in the 

next column (j+1) in the same line (
line below (k+1), match m2, or the line above (
match m3 (see Figure 3). 

 Since a change of line and column means 
moving by a distance of √2 pixels in the image, this 
implicitly adds a virtual gap of 
Therefore, this type of match should be less 
rewarded than a match along the 

If matches between pixels cannot be found, a gap 
has to be introduced in either the image or the 
scanline. A gap in the image indicates that a scanlin
pixel does not have any correspondence in the 
image: this pixel is occluded in the right image. 
Consequently, the alignment is extended by moving 
to the next element in the scanline, i.e. 
g4) (see Figure 4).  

Figure 3: Matching

Figure 4: Gap in the image

Alternatively, image pixels may be occluded in 
the left image. This implies not moving in the 
direction, i.e. the displacement in the matrix is 
towards either ci,j+1,k (gap g1), 
ci,j+1,k-1 (gap g3) (see Figure 5). Similarly to the case 
of matching, a change of line implies adding an 
extra gap of �√2 � 1� pixels, which also needs to be 
penalised.  

As shown, each cell of the 3D scoring matrix can 
be accessed from 7 directions. During the filling 
process, for each of these directions the cell value is 

) in the same line (k), match m1, the 
or the line above (k-1), 

Since a change of line and column means 
pixels in the image, this 

implicitly adds a virtual gap of �√2 � 1� pixels. 
Therefore, this type of match should be less 
rewarded than a match along the i+1,j+1,k direction. 

If matches between pixels cannot be found, a gap 
has to be introduced in either the image or the 
scanline. A gap in the image indicates that a scanline 
pixel does not have any correspondence in the 
image: this pixel is occluded in the right image. 
Consequently, the alignment is extended by moving 
to the next element in the scanline, i.e. ci+1,j,k (gap 

 

Figure 3: Matching. 

 

4: Gap in the image. 

Alternatively, image pixels may be occluded in 
the left image. This implies not moving in the I 
direction, i.e. the displacement in the matrix is 

), ci,j+1,k+1 (gap g2) or 
). Similarly to the case 

of matching, a change of line implies adding an 
pixels, which also needs to be 

As shown, each cell of the 3D scoring matrix can 
be accessed from 7 directions. During the filling 
process, for each of these directions the cell value is 



 

calculated according to the cost of the move, i.e. 
match or gap costs: the highest value and the 
direction(s) it is coming from are stored in the cell. 
This information is used in the backtracking process. 

 

Figure 5: Gap in the scanline.  

In order to define the costs of these possible 
moves, we introduce 3 parameters: m is the reward 
for a perfect match, g is the penalty for a single gap, 
and Δ is the penalty for an imperfect match, which is 
set at the absolute value of the intensity difference 
between the scanline pixel, s(i), and the image pixel, 
Im(j,k). 

Δ 	 |��
� � ����, ��|     (1) 
Using these parameters, the cost of adding an 

extra gap of �√2 � 1� pixels, p, can be expressed 
by: 

� 	 ��√2 � 1��� � ���     (2) 
Before starting the filling process, the matrix 

needs to be initialised. First, the initial alignment 
score is set to zero. This involves extending the 
initial matrix of dimensions LxWxH with the planes 
(0,J,K) and (I,0,K). Since the alignment can start 
from any line of the image, cells with coordinates 
i=0 and j=0 are filled with zeros. Then other cells 
from the planes (0,J,K) and (I,0,K) are initialised 
according to cumulated gap penalties. 

Finally, the scoring matrix, sc, is filled in 
according to the following pseudo-code: 
for i=1 to L 
   for j=1 to W 
       for k=1 to H 
    Δ ← |s(i)-Im(j,k)| 

         m1 ← sc(i-1,j-1,k)+m- Δ  
         m2 ← sc(i-1,j-1,k+1)+m-Δ-p 
         m3 ← sc(i-1,j-1,k-1)+m-Δ-p 
         g1 ← sc(i,j-1,k)+m-g 
         g2 ← sc(i,j-1,k+1)+m-g-p 
         g3 ← sc(i,j-1,k-1)+m-g-p 
         g4 ← sc(i-1,j,k)+m-g 
        sc(i,j,k) ← max(m1,m2,m3,g1,g2,g3, 

g4) 
      end for 
   end for 
end for 

As a consequence, the time complexity of the 
proposed algorithm is ������ per scanline. 

2.2 Extended Gap 

In the initial scoring scheme, each individual gap has 
a fixed penalty. However, due to the nature of stereo 
images and successive video frames where different 
perspectives create partial object occlusions, 
occluded pixels tend to cluster instead of being 
equally distributed across an image. We propose to 
exploit this observation by introducing a lower 
penalty for new gaps which extend existing gaps. An 
affine gap penalty is used where the initial gap 
opening penalty is set at g and each extension of a 
gap increases the total penalty by a lower value, e, 
(e<g). Consequently, a gap of length l will only 
encounter a penalty of � � �� � 1��  in this new 
scheme. 

2.3 Backtracking 

Once the 3D scoring matrix has been filled, global 
alignment(s) between the scanline and the image are 
recovered by backtracking. This is achieved, first, by 
retrieving in the matrix cell with the highest score 
obtained for a global alignment. Then, from that cell, 
using the stored direction information, one or more 
paths are reconstructed to the origin of the matrix 
and converted into alignments.  

Global alignment scores are found in four planes 
of the matrix (see Figure 6). If the last pixel of the 
scanline corresponds to a pixel of the image, global 
scores are recorded in the plane i = L (orange plane, 
Figure 4). Alternatively, the end of the scanline may 
not have any correspondence in the image because it 
belongs to a non overlapping region. As a 
consequence, the last scanline pixel with an image 
pixel match would be located on one of the borders 
of the image. This score could be read in either the 
plane k = 1 (yellow plane, top of the image), the 
plane k = H (green plane, bottom of the image) or 
the plane j = W (purple plane, right of the image).  

From the cell(s) with the highest score within 
these four planes, global alignment are discovered 
by backtracking inside the matrix using the stored 
information regarding the direction(s) the score of 
the cell of interest is coming from. Since a cell score 
comes from the highest value among seven 
directions, two or more directions could lead to 
equal maximum scores. Consequently, during 
backtracking several optimal alignments could be 
produced. Although strategies, such as choosing the 
solution which is the most consistent with this of the 



 

previous scanline, can be used to adopt the most 
likely path, in this work, a unique alignment is 
generated by selecting at random one of the global 
solutions.  

Figure 6: Location of global alignment scores

3 EXPERIMENTAL RESULTS

In order to validate the proposed algorithm a set of 
experiments were conducted. First, the algorithm is 
evaluated using a standard stereo matching 
evaluation framework using rectified images. Then, 
the potential of our approach is demonstrated by 
processing unrectified and non-linearly distorted 
images.  

Although parameters are optimised for each 
stereo pair using the rectified image scenario, typical 
values are m=256, g= 181 and e=156. Since the 
processing of disparity maps by a median filter 
increases accuracy by enforcing some inter
continuity (Veksler, 2005) (Deng 
some experiments, we apply this filter in a post
processing step. 

3.1 Rectified Images 

Our algorithm was first evaluated using the 
Middlebury Stereo Evaluation framework 
(Scharstein & Szeliski, 2003) which is widely used 
as a benchmark tool by the computer vision 
community when assessing performance of 
matching algorithms between rectified i

Initially, we validate our DP implementation by 
disabling the ability of changing lines in the scoring 
matrix. Therefore, it takes advantage of the fact that 
images are known to be rectified. Table 1 shows 
that, once a median filter is applied onto 
disparity maps, this basic version of the proposed 
algorithm (Rectified), that was introduced in a 
previous paper (Dieny, 2011), performs similarly to 
Bobbick et al. (Bobick & Intille, 1999), which is the 
reference among standard DP approa
Performances of the proposed algorithm 
(Unrectified) are also provided in Table 1. Although 
the ability to change lines degrades significantly 

previous scanline, can be used to adopt the most 
likely path, in this work, a unique alignment is 
generated by selecting at random one of the global 
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In order to validate the proposed algorithm a set of 
experiments were conducted. First, the algorithm is 
evaluated using a standard stereo matching 
evaluation framework using rectified images. Then, 
the potential of our approach is demonstrated by 

linearly distorted 

Although parameters are optimised for each 
stereo pair using the rectified image scenario, typical 
values are m=256, g= 181 and e=156. Since the 

cessing of disparity maps by a median filter 
increases accuracy by enforcing some inter-scanline 

 & Lin, 2006), in 
some experiments, we apply this filter in a post-

Our algorithm was first evaluated using the 
Middlebury Stereo Evaluation framework 

which is widely used 
as a benchmark tool by the computer vision 
community when assessing performance of 
matching algorithms between rectified images. 

Initially, we validate our DP implementation by 
disabling the ability of changing lines in the scoring 
matrix. Therefore, it takes advantage of the fact that 
images are known to be rectified. Table 1 shows 
that, once a median filter is applied onto the raw 
disparity maps, this basic version of the proposed 
algorithm (Rectified), that was introduced in a 

11), performs similarly to 
, 1999), which is the 

reference among standard DP approaches. 
Performances of the proposed algorithm 
(Unrectified) are also provided in Table 1. Although 
the ability to change lines degrades significantly 

stereo matching accuracy, the quality of produced 
disparity maps remains reasonable (Figure 7). In the 
next section, we show that this performance 
reduction in the case of rectified images is rewarded 
by the ability to process more complex sets of image 
pairs.  
 

Figure 7: Raw disparity maps obtained
dataset (Unrectified). 

Table 1: Performance comparison using the Middlebury 
Stereo Evaluation framework. 

% Tsukuba  
(non occ) 

Venus  
(non occ) 

Teddy
(non occ)

Bobbick 

et al. 99 

4.12 10.1 14.0

Rect. 6.74 10.7 14.1

Rect* 4.63 7.40 10.7

Un-

rect. 
11.0 18.6 28.2

Un-

rect* 
9.47 16.7 26.3

  *: applying a Median Filter 

3.2 Unrectified Images

The proposed algorithm has a unique capacity to 
process unrectified and distorted images. This is first 
demonstrated by applying rotations to the right 
images of the Middlebury dataset (
2003) to simulate unrectified images s
Figure 8) quantitative results can be produced for 
evaluation.  

Since by design, the algorithm can only change 
line by going either on the next pixel above or below 
the current pixel, motions across an image are 
limited to angles comprised in 
from the x axis. Consequently, an image rotation by 
an angle outside that range cannot be directly solved. 

stereo matching accuracy, the quality of produced 
disparity maps remains reasonable (Figure 7). In the 

section, we show that this performance 
reduction in the case of rectified images is rewarded 
by the ability to process more complex sets of image 

 
Raw disparity maps obtained for Middlebury 

Performance comparison using the Middlebury 

Teddy  
(non occ) 

Cones  
(non occ) 

Average  
(bad pixels) 

14.0 10.5 14.2 

14.1 11.0 16.7 

10.7 7.75 13.4 

28.2 23.9 28.5 

26.3 21.6 26.5 

 

ectified Images 

The proposed algorithm has a unique capacity to 
process unrectified and distorted images. This is first 
demonstrated by applying rotations to the right 

dataset (Scharstein 2002-
2003) to simulate unrectified images so that  (see 
Figure 8) quantitative results can be produced for 

Since by design, the algorithm can only change 
line by going either on the next pixel above or below 
the current pixel, motions across an image are 
limited to angles comprised in the interval [-45º,45º] 
from the x axis. Consequently, an image rotation by 
an angle outside that range cannot be directly solved. 



 

However, this situation can be handled by using the 
strategy described at the end of the section. 
 

Figure 8: Raw Average pixel error for non occluded pixels 
as a function of image rotation. 

In Figure 8, average pixel error is depicted 
according to the angle the right image was
Data are provided for the ‘Cone’ image with a 5º 
resolution within the [-45º,45º] range, whereas the 
other images are rotated with a 15º resolution within 
the [0º,45º] range. Since the metrics employed in the 
automatic evaluation framework are not publicly
available, error values reported in Figure 6 cannot be 
directly compared to those shown in
we define average pixel error as the average 
difference between the estimated and actual 
disparity maps. Note that occluded pixels in either 
map are not considered.  

Consistent results are obtained for all the images 
showing good performance for rotations within the 
[-20º, 20º] range. Outside this range, pixel errors
increase significantly. This behaviour reveals some 
weakness in the current penalty scheme used when a 
change of line occurs, Eq. (2). When rotations by an 
angle lower than 22.5º are applied, the
matrix contains a majority of scanline moves and 
consecutive line jumps are rare. However, in the 
case of larger rotations, score inaccuracies 
introduced by frequent line change affect 
significantly the calculations of the scoring matrix 
which leads to global errors in pixel 
correspondences.  

Although, by design, it is not possible to solve 
alignments between images that have been rotated 
by more than 45º, the framework can be easily 
extended to tackle these situations. T
relies on repeating the pixel correspondence process 
after introducing artificial rotations. The original 
right image is rotated 8 times by an angle of 45º so 
that one of these 8 images will fall within the [
45º,45º] interval when considering 
rotation, i.e. original plus artificial. Each of the 8 
sets of correspondences is associated with an 
average matching score calculated from maxima 

However, this situation can be handled by using the 
strategy described at the end of the section.  

 

Average pixel error for non occluded pixels 

, average pixel error is depicted 
according to the angle the right image was rotated. 
Data are provided for the ‘Cone’ image with a 5º 

range, whereas the 
other images are rotated with a 15º resolution within 

Since the metrics employed in the 
automatic evaluation framework are not publicly 
available, error values reported in Figure 6 cannot be 

shown in Table 1. Here, 
we define average pixel error as the average 

estimated and actual 
disparity maps. Note that occluded pixels in either 

Consistent results are obtained for all the images 
rotations within the 

20º] range. Outside this range, pixel errors 
This behaviour reveals some 

weakness in the current penalty scheme used when a 
of line occurs, Eq. (2). When rotations by an 

than 22.5º are applied, the scoring 
matrix contains a majority of scanline moves and 
consecutive line jumps are rare. However, in the 
case of larger rotations, score inaccuracies 
introduced by frequent line change affect 

he scoring matrix 
which leads to global errors in pixel 

Although, by design, it is not possible to solve 
alignments between images that have been rotated 
by more than 45º, the framework can be easily 
extended to tackle these situations. The strategy 
relies on repeating the pixel correspondence process 
after introducing artificial rotations. The original 
right image is rotated 8 times by an angle of 45º so 
that one of these 8 images will fall within the [-
45º,45º] interval when considering the combined 
rotation, i.e. original plus artificial. Each of the 8 
sets of correspondences is associated with an 
average matching score calculated from maxima 

found in the scoring matrices. These alignment 
scores are them used to identify the meaningful 
disparity map. 

Figure 9 illustrates this with an example, where 
the ‘cones’ right image was rotated by 60º. Analysis 
of the curve shows that the best alignment score is 
obtained when an artificial rotation of 
applied: this corresponds to an actual c
rotation of 15º, which can be successfully processed 
by the proposed algorithm. This approach could also 
be used to address the drop of performance caused 
by images which were subjected to an original 
rotation above 22.5º. In this application, arti
rotations of 22.5º or lower would be required

 

Figure 9: Alignment scores obtained after adding an 
artificial rotation (x axis). 

3.3 Distorted Images 

Given the general nature of our algorithm, its usage 
is not limited to finding pixel correspondences 
between unrectified images, but it can be applied to 
images affected by non-linear distortions. 
 

 
Figure 10: Correspondences in a distorted are
b) estimated c) disparity map 

found in the scoring matrices. These alignment 
scores are them used to identify the meaningful 

illustrates this with an example, where 
the ‘cones’ right image was rotated by 60º. Analysis 
of the curve shows that the best alignment score is 
obtained when an artificial rotation of -45º is 

to an actual combined 
rotation of 15º, which can be successfully processed 
by the proposed algorithm. This approach could also 
be used to address the drop of performance caused 
by images which were subjected to an original 
rotation above 22.5º. In this application, artificial 
rotations of 22.5º or lower would be required. 

 
Alignment scores obtained after adding an 

 

Given the general nature of our algorithm, its usage 
is not limited to finding pixel correspondences 
between unrectified images, but it can be applied to 

linear distortions.  

    

: Correspondences in a distorted area: a) actual, 



 

In order to illustrate this, three experiments were 
conducted. First, water drops on a camera lens were 
simulated by applying lenticular distortions to the 
test image (Figure 13a,b). Then correspondences 
between the original and the distorted images were 
calculated. Figures 13c) and 10a,b) show that our 
algorithm detects the distortions and find good 
correspondences by seeking optimal alignment 
within the image. The associated dispa
Figures 13b) and 10c) reveal our method identifies 
not only distortion areas, but also their lenticular 
nature, since disparity values tend to be higher in the 
centres and radially decrease. 

In the second experiment, a scene was captured 
using different camera lenses (see Figure 1)
second lens introduces a notable spherical aberration 
(see Figure 1b) but also a small 
Figure 11 shows the result of matching 
scanlines of the first image (Figure 1a) 
whole second image (Figure 1b). 
and two parallel lines at 60 pixels from the 
were chosen to show the lens aberration an
performance of our method under those conditions
The proposed methodology allow
reasonable correspondence in spite of the distortion.

 

 Figure 11: Global alignment between 
whole image in case of distortion. Green line
the groundtruth while purple curves are 
algorithm. 

 
Finally, in the third experiment, we processed the 

picture of a standing lady and its retouched version 
(Figures 12a,b), which shows a streamlined body. 
This digital intervention is clearly identified on 
Figure 12c and d) where the left and right parts of 
the different limbs generally appear to have been 
moved in opposite directions. In addition, dark 

experiments were 
conducted. First, water drops on a camera lens were 
simulated by applying lenticular distortions to the 

). Then correspondences 
between the original and the distorted images were 

) and 10a,b) show that our 
algorithm detects the distortions and find good 
correspondences by seeking optimal alignment 
within the image. The associated disparity maps 

) and 10c) reveal our method identifies 
not only distortion areas, but also their lenticular 
nature, since disparity values tend to be higher in the 

a scene was captured 
(see Figure 1). The 

a notable spherical aberration 
small change of scale. 

Figure 11 shows the result of matching three 
Figure 1a) against the 

Figure 1b). The central line 
and two parallel lines at 60 pixels from the centre 

aberration and the 
d under those conditions. 

The proposed methodology allows us to find a 
correspondence in spite of the distortion. 

Global alignment between 3 scanlines and a 
Green lines represents 
are calculated by our 

experiment, we processed the 
retouched version 

,b), which shows a streamlined body. 
This digital intervention is clearly identified on 

and d) where the left and right parts of 
ent limbs generally appear to have been 

moved in opposite directions. In addition, dark 

patches on Figure 12d highlights areas where a 
cloning tool was applied to reconstruct missing 
background.  

Figure 12: Character a) before and b) after retouching.
Disparity maps c) Standard  and d)  using a colour palette 
(enclosed) to highlight disparity directions.

4 CONCLUSIONS 

In this paper, we introduce a novel algorithm for 
dense pixel matching between unrectified images 
without any pre-processing stage. Based on a 
dynamic programming approach, our main 
contribution is the design of a 3D scoring matrix 
which allows finding the b
between a line and a whole image. As demonstrated 
in experiments, good alignments are obtained using 
images rotated by up to 20º and non
distorted. In addition, its structure, which relies on a 
single DP process, makes it suitab
implementation.  

As future work, we propose to improve the 
current scoring scheme and exploit inter
information to improve the algorithm performance. 
Thus, for instance, the usage of uniqueness 
regarding the scanline matching would
accelerating the processing by excluding part of the 
3D cube.  
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