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To prevent crime, the UK government has invested in
visual surveillance systems.

5 millions Closed Circuit Television (CCTV)
cameras are operating in the UK

1 camera per 12 inhabitants
~20% of the world's allocation

Context
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It is not possible to rely only on continuously monitoring
by human personnel to detect suspicious events.

After 22 min, CCTV operators miss 95% of scene activity!

Challenge
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Tools for assisting operators

Intelligent systems able to detect unusual or
suspicious behaviour to trigger an alarm

Automated Visual Surveillance

Motion detection Motion tracking

Object 
classification

Scene feature
learning

Atypical
behaviour
detection

Human Pose 
Recovery 

Human
Suspicious
behaviour
detection

Video feed
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Change Detection
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For fixed camera, it is based on subtraction between 
reference image and current image.

Motion Detection 
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Motion Tracking

Typical object tracking methodology for fixed camera
uses motion detection and blob tracking.
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Motion Tracking

Detection of moving objects -> Blobs
Blob matching -> Trajectories
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Object classification

Machine learning technique based on supervised learning
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Learning scene features

Since a CCTV camera records 24/7, a huge amount of data
is available.
Unsupervised learning algorithms can extract scene features.
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Learning scene features: zones
• Entry/exit zones
• Walking paths
• Stopping zones
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Learning scene features: routes

After manual labelling of
scene features, activities can
be automatically annotated.

Pedestrian #58
enters the scene from Goswell rd, at 12:51:04
goes through route Goswell rd-Main Entrance
exits the scene to the Main Entrance, at 
12:51:18

P58
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Long term trajectory prediction

• Trajectory modelling using HMM
• Evaluation of observed position:

- White: Trajectory
- Yellow, Red: candidate paths
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Atypical behaviour detection

HMMs can reveal atypical activities*.

*Trajectory characteristics are time-dependent
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Criminal behaviour detection*

Classification of motions of humans seen as 
articulated bodies

Drunken walk 

*Work in progress
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Recovery of human posture

Comparison of posture sequence with known activities

Criminal behaviour detection 
pipeline

Human Pose 
Recovery 

Limb tracking

Motion tracking

Human 
detection

Video feed
Learning human 

behaviour

Mocap data

Articulated 
2D/3D motion

Suspicious
behaviour
detection
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Human pose recovery

Detection of body parts inside detected blob.
• Head detection using omega model 
• Torso fitting using head and colour
• Clustering cues from colour, edges and optical flow
• Skeleton production and evaluation   
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Limb tracking

Tracking body parts cannot be achieved using a linear 
motion model (e.g. Kalman filter).
Particle filter tracking based on a 2D articulated model 
using colour and edges as cues. 
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Articulated 3D motion

2D-to-3D transform is necessary to infer the 3D motion.
However, it is an ill-posed problem
This can only be solved with:

• Camera calibration parameters
• Constraints to choose among possible solutions
Ø Learned from mocap data

One to many
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Camera auto-calibration using 
human body features

Pin-hole camera model proposed by Tsai [1]. 
Calibration can be achieved with at least 5 coplanar points

Human body can be used as a calibration target:
5 points are coplanar during mid-stance position
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[1] R.Y. Tsai, An Efficient and Accurate Camera Calibration Technique for 3D Machine Vision, Proceedings of IEEE 
Conference on Computer Vision and Pattern Recognition, Miami Beach, FL, pp. 364-374, 1986



Kingston University London Faculty of Computing, Information Systems and Mathematics

Digital Imaging Research Centre Visual Surveillance Research Group20

• Automated Visual Surveillance based on Computer Vision 
is the future in Surveillance Technology

• Low level modules can assist operators
• High-level modules can provide automatic interpretation
• Recovery of articulated 3D motion offers a lot of potential 

for criminal behaviour detection

• …but it is not a solved problem yet!

Conclusions
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Automated Visual Surveillance: 
Detection of Criminal Behaviour

By Jean-Christophe Nebel

In order to prevent crime, the UK government has significantly increased its spending on
visual surveillance systems over the last decade. With more than 5 millions Closed Circuit
Television (CCTV) cameras installed in the country, it is not possible anymore to rely on
continuously monitoring by human personnel to detect suspicious events. Computer vision
and machine learning techniques are already used to facilitate the task of CCTV operators
by highlighting areas of interest. However, fully automated visual surveillance systems
require a higher level of complexity to detect abnormal and criminal behaviour. Towards
this end, the Digital Imaging Research Centre at Kingston University, UK, has been
developing new techniques based on learning semantic scene models and recovering
human body postures. The presentation will focus on the latest results achieved by this
research group.

Abstract


