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Abstract

Ray tracing has become established as one of the most important and popular rendering
techniques for synthesizing photo-realistic images. However, the high quality images require
long computation times and memory-consuming scene description. Parallel architectures with
distributed memories are increasingly being used for rendering and provide more memory and
CPU power. This paper describes a new way to employ such computers efficiently for ray
tracing. Here each pixel is processed independently, so a natural method of parallelization isto
distribute pixels over the machine nodes. If the entire scene can be duplicated in the memory of
each processor (in the absence of global memory), a scheme without dataflow is used, otherwise,
objects composing the scene have to be distributed over processor nodes. In this last case two
strategies are applicable to the computation: object dataflow and ray dataflow.

The fastest of these algorithms is the one without dataflow. If we want to deal with
realistic pictures described by large scenes, we have to distribute objects among processors.
Accordingly a choice has to be made between object and ray dataflow. This choice is not easy
because of variability in computers, communication networks and scenes, also algorithms might
not be based on the same sequential model. Here, we propose a method which chooses the type of
flow to use dynamically. This arose from the development of a parallel ray tracing algorithm that
included the two modes of dataflow, i.e. a concurrent dataflow algorithm.

As our scheme allows the use of both algorithms, processors need to exchange objects
and rays. The processors load and some local parameters are used to choose between ray or
object dataflow at any instant. Global information is transmitted by a non-centralized strategy,
which assures scalability and the production of relevant messages. Finally, our algorithm offers a
dynamic management of concurrent dataflows, which intrinsically assures dynamic load
balancing.

Using concurrent dataflow our algorithm gives very encouraging results, asthe
computation time for rendering pictures and the number of exchanged messages are reduced by
significant factorsin relation to classical dataflow algorithms.

This concurrent algorithm is scalable as performances on a CRAY T3E with 64
processors shows. Finally the reduction of the magnitude of the flow of data communication
reduces the risk of network saturation, which might otherwise compromise the algorithm.
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1. Introduction

Ray tracing has become established as one of the most important and popular rendering
techniques for synthesizing photo-realistic images. Originally introduced in a practical form by
Whitted [19], it is one of the most complete and efficient rendering methods. The basic idea is
simple: when an observer sees a point on a surface, he actually looks at the result of interactions
between this point’s rays and other rays coming from the scene. These interacting rays may come
from light sources, reflections from other surfaces or refraction through transparent objects.
Although of high quality, the images require long computation times which limits the practical
use of the method, despite numerous acceleration schemes (e.g. Arvo and Kirk [1]). Moreover,
the quest for realistic rendering requires memory-consuming scene description details. To deal
with these problems parallel architectures with distributed memories are increasingly being used
for rendering and provide both more memory and CPU power.

We start this paper by studying different kinds of parallelization used in ray tracing. Next
we describe a new way to employ such computers efficiently for ray tracing, that is the use of
object and ray dataflow concurrently. Finally, we present results and a discussion of these results.

2. Ray tracing on DM PC

Our paper deals with the parallelization of the ray tracing algorithm on computers with
distributed memory. We start with a review of parallelization strategies used on parallel machine.
This may provide both more CPU power and more memory, although the increasing of memory
size is not always useful.

If data can be duplicated in the memory of every processor, a strategy without dataflow is
the most efficient. Otherwise, if data have to be distributed over local memories of the parallel
computer processors, communications between processors cannot be avoided. For such inter-
processor communication two principal strategies have been proposed: object dataflow and ray
dataflow.

2.1. Algorithmswithout dataflow

When the whole scene is duplicated on the local memory of every processor,
parallelization is achieved by distributing pixels on processors, each processor computing
independently a part of the picture. The efficiency of the algorithm is dependent on efficient load
balancing. In order to achieve good load balancing, an efficient strategy for picture division has
to be defined. There are two main kinds of distribution: static and dynamic.

When coherence between pixels is not used, static distribution gives good results. A
comparison is made in Murakami and al. [12]. If, however, we want to use pixel coherence for
accelerating computation, the use of some kind of dynamic distribution model seems to be
essential. Dynamic load balancing schemes based on the master-slave model [16, 18] are efficient
but not scalable. So for massively parallel computers, others strategies without any master [2], or
with a master hierarchy [6], have to be used.

Parallelization without dataflow provides the highest efficiency, but the size of processor
local memory limits its practical use.



2.2. Algorithms with object dataflow

Asin the previous algorithms, each processor has to compute the entire subset of pixels
alocated to it. When a computation cannot be performed because of a missing object, this piece
of datais fetched and then copied in the local memory of the processor in order to complete its
calculations. There are several ways to fetch the missing object: use of a virtual shared memory
[4], amaster-lave model [6] or atree based architecture [7]. Again the way of distributing pixels
on the nodes of the parallel machine is the key to good load balance. Most strategies presented
for parallelization without dataflow (section 2.1) can be used, but dynamic load balancing
associated with a static scheme seems to be indispensable in getting the best results.

With these strategies, it is quite easy to get good load balancing on the computer nodes.
Nevertheless the acceleration provided by these algorithms is strongly linked to the size of the
local memory of each processor.

2.3. Algorithmswith ray dataflow

In this kind of algorithm, each processor is responsible for a part of the scene’s 3-D space.
Accordingly they have in their local memory the objects which belong to their region of concern,
then processors are only able to compute rays which cross their part of space.

When a ray leaves a region to enter another one the processor which originated the
computation sends the ray to the processor owning data of the crossed area. This last processor
continues the ray computations until the ray crosses another region of the space.

Load balancing of these algorithms is quite difficult, because it is the object partition
which determines the processor load. Many different scene partition schemes have been
proposed, most of them are based on uniform space subdivision [10], but some are based on pre-
sampling [3, 9].

An efficient algorithm with ray dataflow should also use dynamic load balancing
strategies. Load balancing is often performed using several processes on each processor [11, 17].
Some processes are involved in ray-object intersection computation, while others execute tasks
which are not dependent on objects such as the determination of the region of space crossed by
rays. With this strategy, processors which do not have any intersections to compute can be kept
busy executing this second kind of process.

Load balancing for algorithms with ray dataflow is very scene dependent, so balancing
schemes need to be very efficient regardless of scene complexity.

2.4. Conclusion

The fastest algorithms are those without dataflow. If a dataflow algorithm has to be used
because data do not fit into local memory, a choice between ray and object dataflow algorithms
must be done. The comparison between these two kinds of algorithms is not easy because of
variability in computers, communication networks and scenes, also algorithms might not be
based on the same sequential model. The literature has nothing to say about this choice.



3. A concurrent dataflow algorithm

Using results obtained previously [13], we define an alternative kind of dataflow
algorithm. We give the main principles of the algorithm we implemented: a concurrent dataflow
algorithm. Finally we show our experimental results.

3.1. An alternative algorithm

At first, we wish to deal with complex scenes. In this case we have no choice but to
distribute the work of computing the scene which means we have to use an algorithm with
dataflow. The use of massively parallel computers (MPP) such asthe CRAY T3E leadsto a
decentralized algorithm.

In previous work [13], we showed that classical dynamic load balancing algorithms are
often only used at the end of computation in order to correct load balance. This kind of strategy
does not change the way in which dataflow algorithms are executed, so only limited
improvements can be expected. Moreover it appears that the communication costs are still
important, despite asynchronous messages. So more efficient algorithms have to address the
problem of network load due to message handling.

Finally asthere is no evidence of the superiority of one kind of dataflow algorithm over
an other, it seems better not to choose arbitrarily between these algorithms.

The new algorithm we propose is not a modification of a classical algorithm, but an
algorithm which radically changes the way pixels are computed. Our algorithm gives every
processor the ability to choose the most efficient type of dataflow dynamically. This arose from
the development of a parallel ray tracing algorithm that included the two modes of dataflow, i.e. a
concurrent dataflow algorithm.

3.2. Principles

With this algorithm, every processor can exchange both objects and rays at any moment.
The key is the way to choose between these two kinds of dataflow for optimal efficiency. This
choice has to be guided by two main goals:

1. Keeping optimal load balancing between nodes of the parallel machine.
2. Reducing the amount of communication.

In order to achieve these goals, every processor needs several parameters for obtaining
optimal choice. Some are local, but others are not. Every processor needs to know:

1. Theload of every processor.

2. The number of rays which cannot be computed in the absence of communication.

3. Thelist of all the remote objects needed for the computation of the next intersection of each
ray.

Most of these parameters can be computed locally, but the load on other processors cannot.
This new algorithm needs a scheme which allows every processor to know the load of the others.
Furthermore, considering that we wish to work on a MPP, we have to avoid “master-slave



schemes” because it leads to communication bottlenecks. Global information should be
transmitted by a non-centralized strategy, which assures scalability and does not produce extra
messages. Thus each time a message is sent because objects are missing, it includes a header,
which contains the load of the sender i.e. the number of rays still to be computed. After a few
messages, each processor have the knowledge of the load of every other processor in the parallel
system.

With this scheme, every processor gets sufficiently precise information without any
communication cost. Using this information and its own parameters a node has the capability to
choose between object and ray dataflow at any instant.

The following is an outline of the algorithm:

IF my load is superior to a minimal load (I can send rays)
THEN
FOR every processors
IF my load is superior to the processor load
AND the number of raysto send is sufficient
THEN
Send rays to the processor
ENDIF
ENDFOR
ENDIF
FOR every missing object (each object is supposed to be own by a single processor)
IF the number of rays needing the object is sufficient
THEN
Ask for the object
ENDIF
ENDFOR

For example, if a processor is busy, it will choose to send rays to processors which have a
lower load. If a processor is idle, it will choose to ask for objects in order to perform ray
computation locally.

Finally, our algorithm offers a dynamic management of concurrent dataflow, which
intrinsically assures dynamic load balancing.

3.3. Experimental results

Now that the principles of our algorithm have been explained, we present our
experimental results (the entire results can be found in [14]).

Our strategy has been implemented using the sequential ray tracer OORT [20]. The
results presented here have been simulated on a CRAY T3E with 128 processors interconnected
by a 3-D torus topology. We used PVM as a message-passing library. The size of each picture is
512x512 pixels and the maximal ray depth is 5. Scene®antain5, Ringl andTetrahedron6,
come from the SPD database [8] and contain between 341 and 8688 objects.

We compare the results given by our concurrent dataflow algorithm with those of a
classical object dataflow algorithm, which appears to be more efficient than the classical ray
dataflow algorithm for the studied configurations [14]. The comparison between these two



algorithms is expressed in term of the time profit of the concurrent dataflow algorithm, defined
here as the processing time needed by the object dataflow algorithm divided by the processing
time needed by the concurrent dataflow algorithm.

The next figure shows the time profit obtained by the concurrent dataflow algorithm for
various scenes using 64 processors of the CRAY T3E:
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Figure 1: Time profit depending of the scene partition.

At first it appears that whatever scene is rendered, the time profits provided by our new
algorithm are always quite high: the processing time of the Mountain5 scene has been divided by
almost 4! Moreover charts have very similar shapes, which suggests that the general behavior of
the algorithm is scene independent. The best results are obtained when each processor owns a
low percentage of the scene. When processors own less than the half of the object database,
profits vary between 3.9 and 1.5, otherwise they are between 1.7 and 1.

This fact can be easily explained by the way in which global information is transmitted to
processors. This information is distributed by messages generated for missing objects. When each
processor owns most of the scene objects, very few messages are sent, so refresh rates for this
information is quite low. Accordingly its precision may not be good enough to permit the best
choice in every case. One solution to resolve this lack of precision would be to generate extra
messages providing load information when the refresh rate is too low.

Our algorithm needs a sufficient flow of communications to reach its highest efficiency.
When there is too much communication - when less than 10 % of the scene is owned by each
processor -, Some messages cause wait states. Then time profits provided by our algorithm
decrease. (Nevertheless they continue to be better than profit of 1.8).



One goal of our concurrent algorithm was to reduce computation time by reducing the
number of messages which are sent. In the next figure, we show the message profits induced by
our new algorithm, defined here as the number of messages sent by the object dataflow algorithm
divided by the number of messages sent by the concurrent dataflow algorithm..
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Figure 2: Message profit depending of the scene partition.

The chartson figure 2 are very similar to these of the figure 1, which clearly indicates that
our concurrent algorithm improves computation times due to the reduction of message numbers.
Message profits are between 6.1 and 1.7 when processors have loaded less than half of the
database. Again we see that waiting for messages decreases profits.

Our algorithm using concurrent dataflow gives very encouraging results, as the
computation time for rendering pictures and the number of exchanged messages are reduced by
significant factors in relation to a classical dataflow algorithm.

This concurrent algorithm is scalable, as performances on a CRAY T3E show. Finally the
reduction of the magnitude of the flow of data communication reduces the risk of network
saturation.



5. Conclusion and future wor k

In this paper, we have presented a new kind of dataflow algorithm for parallel ray tracing
which fits on MPP. The use of a concurrent dataflow gives encouraging results, seeing that the
computation time for a picture has been reduce by 3.9 in relation to the performance of a classical
object dataflow algorithm. Moreover communication flows are substantially reduced.

With this new type of dataflow, saturation of networks can be delayed, results on massively
parallel machines are improved, and computation time reduced by a significant factor.

We are currently studying behavior of this scheme on networks of workstations and
exploring the use of this algorithm for the parallelization of other algorithms (e.g. progressive
radiosity [5,15]).
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